Thinking inside the box

To cope with an increasing disease burden, drug discovery needs biologically relevant and predictive testing systems

Lars E. Sundstrom

In the next few decades, brain medicine will present a particular socio-economic challenge for ageing citizens worldwide. Many disorders and ailments that affect the brain—including Alzheimer disease, Parkinson disease, dementia and stroke—are chronic conditions that persist for years or even decades. In addition, many of these disorders have devastating effects, which together create a substantial burden on society: about one-third of the global disease burden can be attributed to disorders of the brain or nervous system (Olesen & Leonardi, 2003; Andlin-Sobocki et al, 2005). In the USA alone, there are as many as 5.5 million individuals with Alzheimer disease, 1.5 million with Parkinson disease and 400,000 with multiple sclerosis. These devastating diseases not only place a heavy emotional burden on patients and their care-givers, but also have an important economic impact.

Unfortunately, this tremendous socio-economic problem is worsening, because the risk of suffering from a brain disease increases with age, and life expectancy is increasing worldwide, particularly in developed countries. In the case of Alzheimer disease, for example, ~10% of US citizens aged over 65 years are affected, the prevalence rate has more than doubled since 1980 and it could increase twofold to threefold by 2050 if the current trend continues (Alzheimer’s Association, 2006).

Unfortunately, research has had little impact on these statistics. Despite vigorous efforts from both the pharmaceutical industry and biomedical researchers, there are still no disease-modifying treatments available for Alzheimer disease, multiple sclerosis, stroke and a range of other neurological disorders. Some have argued that this problem cannot be solved by standard high-throughput target-based drug discovery methods, because we simply do not know which mechanisms to target. Instead, we should revert to previous empirical models of drug discovery to find new medicines (Lansbury, 2004; Williams, 2004). However, given the current requirements for new drugs to meet regulatory standards and patient expectations, it is unlikely that a straight reversion to the old ‘serendipitous’ methods alone will be any more successful. Solving these problems requires new thinking and a new approach.

The origins of modern drug discovery can be traced back to the end of the nineteenth century, which marked the confluence of chemistry and pharmacology. Before that time, the discovery of new medicines relied mainly on serendipity and subsequent observation of the effects of drugs in humans (Drews, 2000). Throughout the past century, modern synthetic chemistry and biotechnology have led to massive increases in the number of new drugs being tested, which in turn have driven the development of alternative methods for determining efficacy and safety. The trend over the past 20 years has been based on a ‘numbers game’ [...] it is surprising that it has not been more effective.

The need for animal testing is challenged both by scientific arguments and by societal expectations, which are driving the search for alternative methods. As a result, drug discovery has become less reliant on observing effects on whole organisms and more focused on discovering how drug candidates interact with their targets in isolated systems. This target-based approach has culminated in the advent of new technologies, such as combinatorial chemistry to facilitate the rapid generation of a huge number of molecules, high-throughput automated screening to test hundreds of thousands of molecules in a single run, and the sequencing of the human genome to reveal potential new drug targets. The vast number of tests that such systems could perform would be unimaginable using laboratory animals.

...about one-third of the global disease burden can be attributed to disorders of the brain or nervous system

If the success of drug discovery during the past 20 years has been based on a ‘numbers game’ [...] it is surprising that it has not been more effective
targets that are related to a specific disease and several targets are likely to be involved in most cases, making this approach to drug discovery fundamentally flawed.

If the success of drug discovery during the past 20 years has been based on a ‘numbers game’—in other words, on how many combinations of compounds could be tested against isolated targets in the shortest possible time—it is surprising that it has not been more effective. As familiar statistics show, the cost of developing a new drug is spiralling upwards, with estimates of as much as US$1 billion to bring a new medicine to the market (DiMasi et al, 2003). However, despite annual investments in research and development of around US$25 billion, the number of new medicines has steadily declined over the past 15 years (Harris, 2002). Although several reasons have been put forward to explain the high failure rate, drugs generally fall short for one of two reasons: they do not work well enough or at all, or they are unsafe and have too many side effects to be administered safely to a large population. This lack of progress in drug development cannot be ignored and will continue to have an influence on our lives—either as patients or as taxpayers—because the disease burden on our ageing societies is increasing with time.

A new trend is now emerging, in which the virtues of high-throughput technologies are combined with serendipity, to create a high-throughput biological interface for testing the efficacy and toxicity of new drugs. This method does not have its roots in a target-based approach, but rather tries to find compounds that have effects on biological systems. It is therefore closer to the old ‘black-box’ method of testing potential drugs to see what effects they have on an organism (Fig 1). This approach, which some have termed ‘physiologic’ or ‘functional’ screening (Sundstrom et al, 2005; Sams-Dodd, 2006), promises to deliver high-throughput biology in collaboration with fields such as systems biology and chemical genomics (Giuliano et al, 2006):

This lack of progress in drug development cannot be ignored and will continue to have an influence on our lives—either as patients or as taxpayers…

The aim of this approach is to identify drugs that move an organism from one biological state to another, the biological actions of which might not be completely known or understood. One such example is Viagra® (sildenafil), which was discovered by researchers at Pfizer (Sandwich, UK) who were screening for a phosphodiesterase to treat a heart condition when they serendipitously discovered that the drug alleviates erectile dysfunction (Ghofrani et al, 2006). The lesson from this example is that we should study further, rather than ignore, the side effects of drugs (Warne & Page, 2003). In fact, a recent overview found that fewer than 200 distinct ‘druggable domains’ or targets are known to work in humans, and that most of the molecules acting on them function through several different mechanisms (Overington et al, 2006). Because drugs tend to affect phenotype rather than genotype, most of these ‘validated’ drugs are used to treat several different conditions. Given the limited number of known targets and the fact that many efficient drugs obviously work on several targets, the black-box approach might present a viable and promising alternative to the target-based strategy (Fig 2).

However, a controversial question remains. What is the best system in which to test drugs: humans, animals, stem cells or computers? Society now faces new choices and must consider several ethical and moral issues before beginning to look for efficacious and safe medicines to satisfy patients’ demands.

Clearly the most relevant species in which to test drugs is Homo sapiens, and some have argued that this is the only system in which to do so. However, much controversy surrounds this topic and the extent to which testing in other animals can predict human responses (Wadman, 2006; Archibald, 2006). In March 2006, the phase I clinical trial of TGN1412, a monoclonal antibody developed by the now defunct company TeGenero (Würzburg, Germany) to treat leukaemia and arthritis, demonstrated the dangers involved. Despite successful safety tests in monkeys, the test in humans failed with disastrous consequences, resulting in the hospitalization of all six volunteers (Goodyear, 2006). Because human testing is potentially dangerous, it can only be applied to late-stage drug candidates; in any case, for logistical reasons, few compounds can be tested in this way.

… it remains the case that non-human mammalian models are too slow and labour intensive to screen drugs rapidly

Using non-human mammals for safety testing remains the mainstay of the pharmaceutical industry, but is increasingly criticized as unethical and irrelevant to human disease. It is beyond the scope of this article to debate the ethical aspects of this issue; however, it remains the case that non-human mammalian models are too slow and labour intensive to screen drugs rapidly (Sundstrom et al, 2005). This is not the case with lower species, and a substantial industry is emerging that screens whole organisms with chemical libraries. Drosophila, Caenorhabditis elegans and zebrafish are now commonly used to assess the toxicity and safety of drugs (Doan et al,
Fig 2 | Black-box systems that can be used for phenotypic screening. There is a trade-off between the biological complexity and relevance of the test systems and the number of compounds that can be tested. At one end of the spectrum, testing could be performed directly in humans; however, this is unlikely to be ethically acceptable as the risks will be too high. Animal models based on mammals are now the most frequently used system, although this is increasingly seen as unethical and sometimes translates poorly to human conditions. Invertebrates have emerged as biological systems that offer many advantages, as drugs can be screened in whole organisms; however, translation to humans still needs to be proven. Computer modelling has recently become popular, but has yet to prove that it can produce new molecules that translate to human efficacy. Simple two-dimensional tissue-culture systems have long been available. Sometimes referred to as high-content systems, they can be generated using primary human and animal cells or immortalized cell lines. The drawback with two-dimensional cell systems is that they do not reflect physiological parameters, and can therefore produce misleading data. More recently, three-dimensional tissues either taken from living mammals or re-engineered in vitro are being developed as the next generation of screening tools. These systems often reflect complexity at the organ level and are referred to as ‘organotypic’.

Ethically, these species raise fewer objections than mammals and have the advantage of being able to cope with relatively large compound libraries. However, these species are phylogenetically distant from humans and their relevance to human diseases has yet to be determined.

Computer modelling has also been heralded as a new tool for drug discovery: so-called in silico modelling can be used to test predictions about drug safety and efficacy against known reference data. The nascent research field of systems biology, which aims to describe the phenotype of a system from the interactions of its components, has emerged from this method. In its most recent incarnation, computer modelling of cellular or even organ responses is used to predict biological function. Although this is undoubtedly a powerful new approach, such predictions must still be tested in a biological system.

Individual cells and tissue cultures have long been used by industry, and further automation has led to their systematic use in drug screening. However, the complexity of the cell types that are now in use is limited. So far, most systems rely on primary cells derived from animals or humans, or on immortalized cell lines. Although both cell types are able to express various features of human tissue and can be applied in combination with systems biology (Giuliano et al, 2006), the complexity that can be achieved is limited because they usually represent only one cell type and cell–cell interactions do not occur.

Recently, another promising area has emerged: in vitro systems that are able to represent the functions of a whole organ. These so-called ‘organotypic’ systems can be created either by removing tissue samples from animal or human donors and culturing them or using them directly, or by generating tissues from stem cells. The first method is limited by the fact that primary tissues must be dissected from the donor organism. Access to sufficient quantities of homogeneous tissue, particularly from humans, poses practical and ethical issues, making it unlikely that this method can be applied realistically with the black-box approach discussed above. The second method, however, holds enormous promise: several sources of stem cells have the potential to generate new tissues for drug testing. For example, tissue-derived stem cells, which are sometimes referred to as ‘adult’ stem cells, have been isolated from many sources, including bone marrow, brain, adipose tissue, nasal epithelium and umbilical cord. Although these will undoubtedly raise fewer objections than their embryonic counterparts from an ethical standpoint, the widespread use of adult stem cells is likely to be curtailed by their limited capacity for self-renewal and plasticity.

Embryonic stem cells are now the most promising source of tissue for new testing systems in drug discovery (Gorba & Allsopp, 2003; Pouton & Haynes, 2005). The use of embryonic stem cells to generate tissues for drug screening has many of the attributes of the ‘perfect’ black box: a theoretically unlimited supply of human tissue, which can cope with the requirements of modern screening methods and is amenable to automation. They can even be used to generate human disease models either by taking cells from humans with a genetic condition (such as cystic fibrosis or muscular dystrophy) or by genetically modifying stem-cell lines.

The use of embryonic stem cells to generate tissues for drug screening has many of the attributes of the ‘perfect’ black box...

However, the use of human embryonic stem cells raises ethical and moral questions, such as which stem cells are best, and how far science should be allowed to go to obtain them. In December 2006, the Roman Catholic Church and French President Jacques Chirac became involved in a controversial debate over the use of funds donated to the French Muscular Dystrophy Association. Although less than 2% of the money raised in their annual telethon went to embryonic stem-cell research, some church officials called for the fundraiser to be boycotted (Sciolino, 2006). Another example is the issue of so-called
‘chimeric’ or hybrid stem-cell systems which combine human and animal cell types (British Broadcasting Corporation, 2007). These might have important advantages for generating specific tissue types for screening new drugs, but they also raise a range of objections with regard to mixing human and animal biological material.

It is not the aim of this article to discuss the ethical issues of using embryonic stem cells or chimeric cells for research. Rather, its purpose is to draw attention to the health issues that society faces today, including an increasing disease burden that we might soon be unable to cope with, a pharmaceutical industry that is desperately in need of new testing systems, new cell technologies that hold the promise of creating new medicines and a society that is calling for a reduction in animal testing. In conclusion, there is a clear need to find biologically relevant and predictive test systems for new drugs. The question remains as to which system is best: humans, animals or human stem cells?
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